
Memory Augmented 
Neural Networks



Memory in Neural Networks: RNNs
(Recurrent Neural Networks)
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Problems with RNNs
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Memory outside Neural Networks: MANNs
(Memory Augmented Neural Network)
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NTMs continued: how they work
Addressing Mechanism



NTM: reading and writing basic equations

Reading:

Writing:
erase:

add:



NTM vs LSTM: Copy problem



NTM vs LSTM: Copy problem generalization
Trained on 
copy problem 
for 
sequences of 
length L

results for 
sequences of 
length L, L*2, 
L*4, etc.

NTM:

LSTM:



NTM vs LSTM: repeat copy problem



Exciting applications: one-shot learning
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One-shot Learning with 
Memory-Augmented Neural Networks



NTM++:  Differentiable Neural Computer 
(DNC)
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DNC: more detail



DNC: task demonstrations

http://www.youtube.com/watch?v=B9U8sI7TcMY
http://www.youtube.com/watch?v=BTSJ0-saaUc
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Issues with MANNs
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Source Papers 
Neural Turing Machines (Dec 2014)

https://arxiv.org/abs/1410.5401

One-shot Learning with Memory-Augmented Neural Networks (May 2016)

https://arxiv.org/abs/1605.06065

Hybrid computing using a neural network with dynamic external memory (Oct 2016)

https://www.nature.com/articles/nature20101

https://arxiv.org/abs/1410.5401
https://arxiv.org/abs/1605.06065
https://www.nature.com/articles/nature20101

